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ABSTRACT

The objective of this tutorial is to give a structured overview of the conceptual frameworks behind current state-of-the-art recommender systems, explain their underlying assumptions, the resulting methods and their shortcomings, and to introduce an exciting new class of approaches that frames the task of recommendation as a counterfactual policy learning problem. The tutorial can be divided into two modules. In module 1, participants learn about current approaches for building real-world recommender systems that comprise mainly of two frameworks, namely: recommendation as optimal auto-completion of user behaviour and recommendation as reward modelling. In module 2, we present the framework of recommendation as a counterfactual policy learning problem and go over the theoretical guarantees that address the shortcomings of the previous frameworks. We then proceed to go over the associated algorithms and test them against classical methods in RecoGym, an open-source recommendation simulation environment.

Overall, we believe the subject of the course is extremely actual and fills a gap between the consecrated recommendation frameworks and the cutting edge research and sets the stage for future advances in the field.
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1 INTRODUCTION & MOTIVATION

Traditional implicit-feedback recommender systems aim to answer the following question: “Given the natural sequence of user-item interactions up to time $t$, can we predict which item the user will interact with at time $t+1$?”. Actual real-world deployed recommender systems, however, pose a subtly different question: “Given the natural sequence of user-item interactions up to time $t$, can we get the user to interact with a recommended item at time $t+1$?” [7]. This includes the aspect of interaction, which is at the core of recommender systems research. Looking at it from a causal perspective, the recommender will perform an intervention, and we want to measure and optimise its effect. In order to build a system that optimises for this interactive aspect, we need a dataset that reflects this: logs of shown recommendations, along with users’ reactions. As we can only observe the outcome of recommendations that were actually shown to the user, we call this bandit feedback. This has long been the focus of computational advertising with most of the practical state-of-the-art methods being around large-scale logistic regression models for click prediction, such as in [9].

For both existing frameworks, the majority of new recommendation algorithms presented in academic papers are evaluated on an offline dataset of logged user-item interactions, with results reported for some offline ranking metric. Recent work has shown repeatedly that offline evaluation results tend to diverge from online performance [5]. From a practical or industrial point of view, a need arises for offline evaluation methods that are robust, reproducible and closely related with the actual online objectives of the deployed recommender system. The reinforcement learning literature has long dealt with similar issues. Based on logged data from a certain policy (recommender), we want to predict what the performance would have been if another policy had been deployed. Counterfactual estimators, often based on importance sampling, are at the heart of this type of evaluation. Recent work has shown that they can be adopted for the recommendation use-case, and accurately reflect online performance [2, 3].

Recently, several simulation environments have been proposed for the recommendation setting, allowing online experiments such as A/B-tests to be simulated [4, 11]. They enable us to explore the use of bandit feedback for learning and evaluation of recommender systems, and have opened up promising new research directions. In this tutorial and its hands-on sessions, we will make us of the RecoGym simulator.1 We introduce the idea of counterfactual evaluation, and present an overview of methods that can be used in recommender use-cases. Through the simulator, we show how these estimators succeed in providing sensible measurements for online metrics, demonstrating their merit in real-world environments. Additionally, we show where they fall short and present open research directions. Moving on from evaluation, we explore the problem of learning a new and optimal recommendation policy based on a dataset consisting of logged bandit feedback [6, 10]. Several recent papers propose solutions for this general problem setting [1, 8, 12]. There are, however, some specifics to the recommendation use-case that make it non-trivial to straightforwardly apply them. Through

1https://github.com/criteo-research/reco-gym/
the use of RecoGym, we highlight and overcome these pitfalls, such as highly stochastic rewards, small effect sizes, and large action spaces.

2 TUTORIAL OUTLINE

In this tutorial, we aim to foster a general understanding of the modern approaches to recommendation in the UMAP research community. To this end, the goals of the tutorial are three-fold:

(1) To clarify the landscape of current approaches by by highlighting their underlying assumptions, which leads to a clear separation of the state-of-the-art in two distinct frameworks with complete different approaches, research communities and bodies of work.

(2) To go over one of biggest problems in the current recommender systems community, which is the problem of the misalignment between offline and online performance. We show the underlying causes, which are those of Covariate Shift and Optimizer’s Curse, and how they relate to current approaches.

(3) To introduce the framework of Counterfactual Policy Learning [12], show how it can solve the two aforementioned issues and go over the existing state-of-the-art methods. As a note, this framework is different from online bandit methods, since in our setting, we do not control the exploration behaviour, thus having no control over the exploitation-exploration trade-off. This distinction is also known as the distinction between off-policy vs. on-policy methods.

Hands-on sessions with Jupyter notebooks running on Google Colaboratory are included in the course material. The tutorial builds further on material that was previously presented at the 2019 Data Science Summer School organised by École Polytechnique in Paris, France, as well as the 2019 ACM RecSys Summer School in Gothenburg, Sweden. We keep the material up-to-date with recent advancements so this edition is the most recent and complete version to date. The tutorial is expected to be of interest to researchers and practitioners across the board. Aside from a general computer science and math background, no additional prerequisite knowledge is required. The outline of the tutorial is as follows:

Module I: Recommendation via Reward Modelling

(1) Classical vs. Modern Approaches: Recommendation as Behavioural Auto-complete vs. Recommendation as an Intervention Policy

(2) Recommendation Reward Modelling via Maximum Likelihood Models

(3) Shortcomings of Classical Value-based Recommendations

Module II: Recommendation as Policy Learning Approaches

(1) Policy Learning: Introduction, Concepts and Notations

(2) Issues of Value-based Models and Policy Learning

(a) Covariate Shift and Counterfactual Risk Minimization

(b) Optimizer’s Curse and Distributional Robust Optimization
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