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Methods for bandit learning from user interactions often require a model of the reward a certain context-action pair will yield – for example, the probability of a click on a recommendation. This common machine learning task is highly non-trivial, as the data-generating process for contexts and actions is often skewed by the recommender system itself. Indeed, when the deployed recommendation policy at data collection time does not pick its actions uniformly-at-random, this leads to a selection bias that can impede effective reward modelling. This in turn makes off-policy learning – the typical setup in industry – particularly challenging.

In this work, we propose and validate a general pessimistic reward modelling approach for off-policy learning in recommendation. Bayesian uncertainty estimates allow us to express scepticism about our own reward model, which can in turn be used to generate a conservative decision rule. We show how it alleviates a well-known decision making phenomenon known as the Optimiser’s Curse, and draw parallels with existing work on pessimistic policy learning. Leveraging the available closed-form expressions for both the posterior mean and variance when a ridge regressor models the reward, we show how to apply pessimism effectively and efficiently to an off-policy recommendation use-case. Empirical observations in a wide range of environments show that being conservative in decision-making leads to a significant and robust increase in recommendation performance. The merits of our approach are most outspoken in realistic settings with limited logging randomisation, limited training samples, and larger action spaces.
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1 INTRODUCTION

Many modern web services deploy machine-learnt models on their websites to help steer traffic towards certain items. Retail websites try to predict which of their recommendations might lead to a sale, music streaming platforms suggest songs in your queue to optimise engagement metrics, search engines will often rank items in decreasing estimated probability of receiving a click, et cetera. These models are generally part of a (1) collect data, (2) train model, (3) deploy model loop, where models are iteratively retrained and earlier versions influence the training data that is used for future iterations. This correlation between the deployed model and the collected training data can impede effective learning if we are unable to somehow correct for the bias it creates. Recent work has shown how such “algorithmic confounding” leads to feedback loops when left untreated, which can be detrimental to the users, the platforms, and the models themselves [6, 50]. Traditional recommendation research assumes organic user-item interaction data to bypass any feedback loops that might occur due to deployed systems. In this work, we wish to learn directly from the logs of the deployed recommender system, casting the recommendation task in a bandit learning framework [8, 80].

Learning from biased data is not a novel problem, and many unbiased learning procedures have proven to be effective in counteracting position, presentation, trust and selection bias [2, 3, 8, 35, 61]. These methods typically make use of importance sampling or Inverse Propensity Score (IPS) weighting, in order to obtain an unbiased estimate of the
counterfactual value-of-interest [63]. They aim to answer questions of the form: "What click-through-rate would this new policy have obtained, if it were deployed instead of the old policy?" The policy that maximises the answer to this question is the policy we want to deploy. Answering this question effectively and efficiently, however, is not an easy feat.

IPS is the cornerstone of counterfactual reasoning [5], but by no means a silver bullet. It is plagued by variance issues that are exacerbated at scale, often making it hard to deploy these systems reliably in the real world [22]. Furthermore, the randomisation requirements for IPS to remain unbiased are often unrealistic or simply unattainable. Recent work explores the effectiveness of counterfactual models in cases where IPS assumptions in the training data are violated, highlighting an interesting area for future research and a commonly-encountered yet understudied problem [31, 66].

An alternative family of approaches are so-called “value-based” models. These methods rely on an explicit model of the reward conditioned on a context-action pair – for example, the probability of a user clicking on a given recommendation when it is shown [24, 55]. When prompted, the model then simply takes the action that maximises the probability of a positive reward, given the presented context and the learnt model. Aside from the typical problems of model misspecification in supervised learning [51], another issue with value-based methods is that learning an accurate model of the reward is not straightforward when the collected training data is heavily influenced by the model that was deployed in production at the time. Methods that use IPS to re-weight the data as if it were unbiased exist [71], but their performance when deployed as recommendation policies is often disappointing in comparison with policy-based methods or even vanilla reward models [31, 59]. Furthermore, the logging policy is not always known before-hand, and even when we do obtain unbiased value estimates we should expect the true obtained reward from acting on them to be disappointing with respect to the estimates – a phenomenon known as “the Optimiser’s curse” [75].

In this paper, we focus on improving the recommendation performance of policies that rely on value-based models of expected reward. We propose and validate a general pessimistic reward modelling framework, with a focus on the task of off-policy learning in recommendation. Bayesian uncertainty estimates allow us to express scepticism about our own reward model, which can then in turn be used to generate conservative decision rules based on the resulting reward predictions – instead of the usual ones based on Maximum Likelihood (MLE) or Maximum A Posteriori (MAP) estimates. We show how closed-form expressions for both the posterior mean and variance can be leveraged to express pessimism when a ridge regressor models the reward, and how to apply them effectively and efficiently to an off-policy recommendation use-case. Our approach is agnostic to the logging policy, and does not require (a model of) propensity scores to quantify selection bias. As a result, we are not bound to the strict assumptions that make IPS work, and abide by statistical conjectures such as the likelihood principle [4]. Additionally, we show how our proposed framework lifts the Optimiser’s Curse and effectively limits post-decision disappointment.

The empirical performance of counterfactual learning methods is often reported with a supervised-to-bandit conversion on existing multi-class or multi-label classification datasets [34, 49, 75]. As publicly available datasets with propensity information are scarce, this inhibits robust and reproducible evaluation of such methods on off-policy recommendation tasks. In line with recent work [28, 29, 31, 68], we adopt the RecoGym simulation environment in our experiments to yield reproducible results that are aligned with the specifics of real-world recommendation scenarios, such as stochastic rewards, limited randomisation and small effect sizes [64]. An added advantage of adopting such a simulation framework is the freedom gained to change environmental parameters and better understand how these changes affect the trade-offs between different methods.

Empirical observations for a wide range of configurations show that our proposed approach of pessimistic decision-making leads to a significant and robust increase in recommendation performance. The merits of our method are most outspoken in realistic settings where the amount of randomisation in the logging policy is limited, training
sample sizes are small, and action spaces are large. All source code to reproduce the reported results is available at github.com/olivierjeunen/pessimism-recsys-2021. To summarise, the main contributions we present in this work are:

1. We propose the use of explicit pessimism in reward models for off-policy recommendation use-cases.
2. We introduce the decision-making phenomenon known as the Optimiser’s Curse in the context of recommendation, and show how naive reward models suffer from it. In contrast, principled pessimism lifts the curse.
3. We show how to leverage closed-form estimates for the posterior mean and variance of a ridge regressor to express pessimism, and how to apply this effectively and efficiently to an off-policy recommendation use-case.
4. Empirical observations from reproducible simulation experiments highlight that explicit pessimism significantly and robustly improves online recommendation performance, compared to ML or MAP-based decision-making.

2 BACKGROUND AND RELATED WORK

We are interested in modelling recommendation systems following the “Batch Learning from Bandit Feedback” (BLBF) paradigm [77]: a general machine learning setting that properly characterises the off-policy recommendation use-case as it widely occurs in practice. A recommender system is modelled as a stochastic policy \( \pi \) that samples its recommendations from a probability distribution over actions conditioned on contexts: \( P(A|C, \pi) \), often denoted \( \pi(A|C) \). Note that \( \pi \) is modelled to be stochastic for generality, but that deterministic systems are implied when \( P(A|C, \pi) \) is a degenerate distribution. Contexts are drawn from some unknown marginal distribution \( P(C) \) and can represent a variety of information about the user visiting the system, such as their consumption history, the time of day and the device they are using. When talking about the feature vector for a specific context, we denote it as \( c \). Analogously, feature vectors for specific actions are represented as \( a \). The sets of all possible contexts and actions are \( C \) and \( A \), respectively. The combined feature representation of a context-action pair is \( x := \Phi(c, a) \), where \( \Phi \) is a function that maps context- and action-features to a joint space. Note that this step – including interaction terms between contexts and actions – is necessary to allow for linear models to learn personalised treatments. \( \Phi \) can be anything from a simple Kronecker product between one-hot-encoded contexts and actions [59], to a specialised neural network architecture that learns a shared embedding for multi-task learning [47, 79, 84]. In the off-policy or counterfactual setting, we have access to a dataset consisting of logged context-action pairs and their associated rewards: \( D := \{(c, a, r)\} \), where \( c \sim P(C) \), \( a \sim \pi_0(a|c) \) and \( r \sim P(R|C, A) \). Here, \( r \) represents the reward that the system obtained from recommending \( a \) to \( c \). In the general case this reward can be binary (e.g. clicks), real-valued (e.g. dwell time), or higher-dimensional to support multiple objectives (e.g. fairness and relevance) [56, 57]. The policy that was deployed at data collection time is called the logging policy (\( \pi_0 \)). This type of setting is called “bandit feedback”, as we only observe the reward of the actions chosen by the contextual bandit \( \pi_0 \). We place this paradigm at the focal point of our work, as it is the most closely aligned with the recommendation use-case that practitioners typically face in industry.

Learning to recommend from organic user-item interactions. Most traditional approaches to recommendation do not make use of this type of experimental data tying recommendations to observed outcomes. Instead, they typically adopt observational datasets consisting of “organic” interactions between users and items, such as product views on retail websites. By framing the recommendation task as next-item prediction in such a setting, the goal of these systems is no longer that of learning optimal interventions. Maybe unsurprisingly, offline evaluation results in such environments are notoriously uncorrelated with online success metrics based on shown recommendations, making it harder to discern true progress with regard to online gains [12, 21, 27, 65]. Nevertheless, it is a very active research area that yields many interesting publications and results every year. Recent trends are geared towards the use of Bayesian techniques that
explicitly model uncertainty [16, 42, 46, 70], and linear item-based models that achieve state-of-the-art performance whilst being highly efficient to compute [9, 11, 32, 60, 74].

Off-policy learning from bandit feedback. The bandit feedback setup described above finds its roots in the field of offline reinforcement learning (RL), with the additional simplifying assumption that past actions do not influence future states (more formally, the underlying Markov Decision Process consists of a single time-step) [39]. This type of learning setup is not specific to the recommendation task, and many learning methods are evaluated on simulated bandit feedback scenarios using general purpose multi-class or multi-label datasets. Approaches for off-policy learning optimise a parametric policy for some counterfactual estimate of the reward it would have obtained, if deployed.

The go-to technique that enables this type of counterfactual reasoning is importance sampling [5, 63]. Eq. 1 shows how it obtains an empirical estimate for the value of a policy \( \pi \), using data \( D \), and a model of the logging policy \( \pi_0 \). Many learning algorithms in this family aim to mitigate the increased variance that is a consequence of the IPS weights. Capping the probability ratio to a fixed value [26], self-normalising the weights [34, 78], imposing variance regularisation [52, 77], imitation learning [49] or distributional robustness [19, 72] on the learnt policy are commonly used tools to trade off the unbiasedness of IPS for improved variance properties in finite sample scenarios. Many of these techniques can be interpreted as a form of principled pessimism, where we would rather be conservative with the IPS weights than over-estimate the value of an action to a policy.

\[
\tilde{V}_{\text{IPS}}(\pi, D) = \sum_{(c,a,r) \in D} r \cdot \frac{\pi(a|c)}{\pi_0(a|c)}
\]

\[
\tilde{V}_{\text{DM}}(\pi, D) = \sum_{(c,a,r) \in D} \sum_{a' \in \mathcal{A}} \pi(a'|c) \cdot \tilde{r}(a', c)
\]

A conceptually simpler family of approaches are value-based methods, often referred to as Q-learning in the RL community, or the "Direct Method" (DM) in the bandit literature. Eq. 2 shows how DM obtains an empirical estimate of policy \( \pi 's \) value w.r.t. a dataset of logged bandit feedback \( D \). Value-based counterfactual estimators do not rely on a model of the logging policy, but rather learn a model for the context-specific reward of an action: \( \tilde{r}(a, c) \approx \mathbb{E}[R|C = c, A = a] \).

In practice, the available bandit feedback \( D \) is split into disjoint training sets for the optimisation of the reward model and the resulting policy respectively. Nevertheless, it is easy to see that the optimal policy \( \pi_{\text{DM}}^* \) with respect to a given reward model places all its probability mass on the action with the highest estimated reward:

\[
\pi_{\text{DM}}^*(a|c) = \begin{cases} 
1 & \text{if } a = \text{arg max}_{a' \in \mathcal{A}} \tilde{r}(a', c), \\
0 & \text{otherwise}.
\end{cases}
\]

As a consequence, we can directly obtain a decision rule from the reward estimates and train the reward estimator on all available data [31]. Value-based methods as laid out above are typically biased, but exhibit more favourable variance properties than IPS-based models. While policy-based methods for learning from bandit feedback need (a model of) the logging propensities [8, 80], this is not a constraint for the value-based family. When multiple logging policies are at play (e.g. during an A/B-test), this complicates the use of standard importance sampling techniques even further [1, 17].

A unifying family of doubly robust methods aims to marry these two types of approaches in an attempt to get the best of both worlds [13]. Recent advances in doubly robust learning typically optimise the trade-off between DM and IPS [76], optimise the reward model to minimise the overall variance of the estimator [18], or transform the IPS weights to minimise bounds on the expected error of the estimate [75]. Nevertheless, the performance of the reward model remains paramount for doubly robust approaches to attain competitive performance [28].
Off-policy learning for recommendation. Methods that apply ideas from the bandit and RL literature to recommendation problems have seen increased research interest in recent years. Chen et al. extend a policy gradient-based method with a top-$K$ IPS estimator and show significant gains from exploiting bandit feedback in online experiments [9]. In the top-1 use-case we consider with the additional independence assumption between current and future iterations, their method yields a policy that is analogous to one optimised for $\widehat{\nu}_{\text{IPS}}$ (Equation 1). This work has been extended to deal with two-stage recommender systems pipelines that are typically adopted to deal with large action spaces [48]. Xin et al. adopt a Q-learning perspective to deal with sequential recommendation tasks, exploiting both self-supervised (organic) and reinforcement (bandit) signals [82]. Analogously, Sakhi et al. propose a probabilistic latent model that combines organic and bandit signals in a Bayesian value-based manner [68]. The work of Jeunen et al. studies the performance of both value- and policy-based approaches when the organic data is only used to describe the context, proposing a joint policy-value approach that outperforms stand-alone methods without the need for an external reward model [31]. Their experimental set-up is the closest to the one we tackle in this work.

On-policy learning for recommendation. Off-policy methods learn from data that was collected under a different policy. In contrast, on-policy methods learn from data that they themselves collect. In such cases, the well-known exploration-exploitation trade-off becomes important, as the policy needs to balance the immediate reward with the informational value of an action [41, 54]. Successful methods use variants of Thompson sampling [7, 14, 53] or confidence bounds [40]; recent work benchmarks a number of different exploration approaches to predict clicks on advertisements when the reward model is parameterised as a neural network [23]. Although the use-case we tackle in this work does not include any interactive component, we draw upon existing work in learning from on-policy bandit feedback to obtain improved, uncertainty-aware decision strategies in the off-policy setting.

Uncertainty estimation. Both Thompson sampling and confidence-bound-based methods make use of a posterior distribution for the reward estimates, instead of the usual point estimate that is obtained from uncertainty-agnostic models. Principled Bayesian methods can be used to obtain closed-form expressions for exact or approximate posteriors, but they are often restricted to specific model classes [7, 40]. The Bootstrap principle [15], its extensions [62] (originally proposed in the context of Q-learning), and Monte Carlo Dropout [20] can provide practical uncertainty estimates for general neural network models. The work of Guo et al. proposes a hybrid Bootstrap-Dropout approach, and validates the effectiveness of the obtained uncertainty estimates in an on-policy recommendation scenario [23]. Finally, other recent work shows promising results in inferring model uncertainty from neuron activation strength [10]. All these uncertainty estimation methods are complementary to the framework we propose in this paper.

3 METHODOLOGY AND CONTRIBUTIONS

3.1 The Optimiser’s Curse in Recommendation

In what follows, we introduce the Optimiser’s Curse [73] in the context of off-policy learning in recommendation scenarios. For illustrative purposes, we assume an immediate binary reward (e.g. a click) that follows a Bernoulli distribution with parameter $p$ that is conditioned on the relevance of the given context-action pair. Nevertheless, the Optimiser’s Curse is a general phenomenon that is by no means bound to these assumptions.

Suppose we have an action space $\mathcal{A}$ and for simplicity, but without loss of generality, assume that the probability of a positive reward is independent of the context. Now, every action $a_i \in \mathcal{A}$ has a true probability of leading to a click: $P(R = 1|A = a_i) = p_i$. The goal of a reward model is to estimate these true Bernoulli-parameters $p_i$, yielding the estimated parameters $\widehat{p}(a_i) = \widehat{p}_i$. Widely used estimation methods include Maximum Likelihood (MLE) and Maximum
A Posteriori (MAP) estimation. We aim to learn such a model based on a previously acquired log of training data, and	assume that our obtained value estimates are conditionally unbiased in that \( \forall i \in \{1, \ldots, |A|\} : E[\hat{r}_i|p^*_i, \ldots, p^*_{|A|}] = p^*_i \).

Note that this assumption is already quite idealistic for many real world applications, and that it cannot be checked when we do not know the true parameters \( p^* \). In practice, we can minimise the bias between the reward model and the empirical reward in the training sample.\(^1\) Nevertheless, even in such an idealised setting, problems arise.

Once we have a reward model, we are ready to start showing recommendations to users. Analogous to Equation 3 we take the action with the highest estimated reward or Bernoulli-parameter, indexed by \( i^* \):

\[
a_{i^*} = \arg \max_{a_i \in A} \hat{r}(a_i).
\]

After showing this recommendation to a user, we get to observe a sample from the true reward distribution:

\[
\hat{r}_i \sim \text{Bernoulli}(p^*_i).
\]

Now, the difference between the observed and estimated rewards (\( \hat{r}_i - \hat{r}_i \)) can be seen as the post-decision surprise we get from acting on the model \( \hat{r} \). Repeating this process and averaging the observed post-decision surprise yields the average expected surprise: \( \mathbb{E}[\hat{p}_i^* - \hat{p}_i] \). The Optimiser’s Curse states that, even though the reward estimates are conditionally unbiased, this process leads to a negative expected surprise: \( \mathbb{E}[\hat{p}_i^* - \hat{p}_i] \leq 0 \), meaning that we incur less reward than predicted. This disappointment on average is not merely a result of the model itself (as it is unbiased), but rather a consequence of the decision making process that only considers the action with the highest estimated value \( \hat{p}_{i^*} \), leaving us especially vulnerable to actions with over-estimated rewards.

Smith and Winkler provide an excellent overview of this phenomenon, showing how it can be mitigated by adopting Bayesian methods with well-chosen priors [73]. They prove that, in the settings they consider, choosing actions based on MAP estimates alleviates any post-decision surprise when these posteriors are unbiased. This elegant theoretical finding is of limited practical use in our use-case. Indeed, we have no way to guarantee that the reward estimates we end up with are unbiased with respect to the true reward distribution parameters \( p^* \). We can only check unbiasedness with respect to the empirically observed reward, which can be highly skewed due to the logging policy. Additionally, underfitting and model misspecification make this assumption of converging to the true parameters sound especially utopian [51]. To make matters worse, the training data \( D \) that is used to obtain the reward model \( \hat{r} \) is also highly dependent on this logging policy \( \pi_0 \), impeding effective reward modelling even before we take part in an ill-suited decision making process. Indeed, standard Empirical Risk Minimisation (ERM) focuses its efforts on context-action regions that are well-explored in the training data. This leaves us vulnerable when naively handling the resulting reward estimator \( \hat{r} \), because a single erroneously optimistic reward estimate can disturb the recommendation policy and decimate performance. The probability of this happening grows with the size of the action space and the level of “determinism” in the logging policy (more formally, decreasing entropy). Using (estimated) propensity scores to redistribute the errors in the model fit does not guarantee performance improvements in such cases [31, 59, 71].

3.2 Heteroscedasticity in Reward Estimates

Logging policies typically aren’t solely optimised for data collection. The currently deployed system will take actions with a higher estimated reward more often than it will take those with lower estimates. This skews the training data for future model iterations, which in turn leads to heteroscedasticity in the reward estimates. The most common frequentist approaches to reward modelling based on MLE – be it parameterised by simple linear models or deep neural networks – do not provide information about an estimated posterior distribution out-of-the-box. As a result, detecting pathological

\(^1\) This type of “calibration” of the reward model with respect to the empirical reward distribution is often a requirement in computational advertising [24, 55], as a downstream bidding strategy then depends on the reward model.
cases where gross over-estimation occurs is highly non-trivial. Well-chosen priors and the resulting MAP estimates can partially alleviate this, but are hard to validate and yield no guarantees.

As a simple example, consider a Beta-Bernoulli model with three actions \([58, \S 7.2.1]\). Rewards for action \(a_i\) are drawn as \(r_i \sim \text{Bernoulli}(p_i)\), with \(p_i \sim \text{Beta}(\alpha_i + \alpha, \beta_i + \beta)\). In this setup, \(\alpha_i\) and \(\beta_i\) can be seen as the number of observed clicks and non-clicks for action \(a_i\). For illustrative purposes, assume \(\alpha_1 = \beta_1 = 1, \alpha_2 = 3, \beta_2 = 4, \alpha_3 = 33, \beta_3 = 60\). We assume a prior probability of receiving a click for the posterior predictive of 25%, so we set \(\alpha_0 = 1, \beta_0 = 3\). Now, we can compute the ML and MAP estimates for these actions, and deduct the optimal policies. Figure 1a shows the resulting likelihood and posterior distributions for action \(a_1\). Figure 1b shows that the MLE prefers action \(a_1\), whereas the MAP estimate prefers \(a_2\) (we will introduce the Lower-Confidence-Bound in Section 3.3). For well-explored context-action pairs, we see that the variance in the posterior predictive of the reward model is reduced, leading to a tighter credible interval. For under-explored context-action pairs, however, the error and variance grow to be quite substantial. The de facto decision making process of taking the action with the highest reward estimate, is then even more vulnerable to post-decision disappointment due to this type of heteroscedasticity, and thus prone to provide over-estimations of the true expected reward. There only needs to be a single action with a badly calibrated reward estimate for this situation to occur (due to the arg max in Eq. 4), and the probability of encountering such lesser explored actions will typically grow with the size of the action space (for realistic logging policies). If our posterior means are unbiased conditional on the value estimates, the results of Smith and Winkler show that the expected post-decision surprise will be zero. This is, however, an unreasonable assumption in complex real-world environments where correct model specification is often impossible, and the range of conjugate priors might not be expressive enough to allow for this to happen. Furthermore, as we often deal with small effect sizes (i.e. \(|p_i^* - \hat{p}_i^*| < \epsilon\), even slight errors in the reward estimates can have significant impact on the actions taken by the resulting policy. If there is some probability of our recommendation policy taking a suboptimal action, the inequality bounding expected surprise even becomes strict: \(\mathbb{E}[|p_i^* - \hat{p}_i^*|] < 0\) [75].

The Optimiser’s Curse can lead to a significant disparity between what we expect will happen based on the reward model, and what will actually happen when we act according to its estimates. Nevertheless, we can significantly improve recommendation performance by treating our reward estimates with a healthy dose of principled scepticism.

3.3 Pessimistic Decision-Making

Small effect sizes, bias and heteroscedasticity in the reward estimates are the main reasons why reward models typically perform more poorly than expected. The conceptually simplest way of mitigating this unevenly distributed variance is to mitigate selection bias altogether by adopting a uniformly random logging policy. However, showing recommendations to users independently of the estimated relevance of the action might not be in the best interest of the platform or the
users, at least not from a business perspective. In what follows, we explore our decision-making options, borrowing ideas from the related on-policy bandit literature.

Traditional models generate point estimate predictions, which we can reasonably assume to be contained by the posterior shown in Figure 1b. Possible actions are then ranked by $\hat{r}(a_i)$, as these approaches cannot quantify differences between recommendations $a_1$, $a_2$ and $a_3$ in any other way. This is problematic due to all the reasons laid out above.

In an on-policy world, typical approaches make use of uncertainty estimates to balance the expected reward with the informational value of an action. Methods based on Thompson Sampling (TS) repeatedly sample reward estimates from an approximate posterior [7], and optimistic extensions to this paradigm are known to further improve performance [53]. Upper Confidence Bound (UCB) methods also follow the “optimism in the face of uncertainty” adage, explicitly taking the action with the highest posterior quantile instead of the MAP estimate [40]. For our example in Figure 1b, this would lead to a ranking of $a_1 > a_2 > a_3$ (which coincides with ranking by the MLE). On-policy approaches are optimistic because it provably pays off; they get to observe the outcome of the chosen action and use this new data point to adjust reward estimates. Intuitively, this makes that reward estimates will never be overly optimistic for long, as the posterior will tend to converge to the lower, true $p^*_i$ as more data comes in. This “self-correcting” property then naturally bounds metrics like regret in an online setting, and makes TS and UCB provably efficient. In an off-policy setting, we do not have the luxury to instantly learn from the outcome of our actions. All we have is a finite log of context-action-reward triplets, collected by a different policy, with which we will have to make do. It is clear that optimism will not help us in such cases, as we cannot reap the fruit of informational value that comes with it.

Optimism is not the way to go – but the naive decision-making procedure that purely focuses on the maximal reward estimates, is still likely to yield exactly those that were over-estimated. Even without explicitly encoding optimism, this still leads to inflated expectations and subpar performance. We can offset this unwarranted over-estimation by treating our model predictions pessimistically. This is exactly what Smith and Winkler suggest when saying: “model the uncertainty in the value estimates explicitly and use Bayesian methods to interpret these value estimates” [73]. With a suitable prior distribution and unbiased posterior means, their suggested approach effectively encourages principled conservatism which provably limits disappointment. We have argued how their proposed solution breaks down in complex environments, and additionally note that advanced prior distributions tend to complicate the reward modelling procedure and can hurt scalability by surrendering conjugacy. Ranking the actions in Figure 1b according to their posterior means leads to a ranking of $a_2 > a_3 > a_1$. Because of the vastly reduced variance from $a_2$ to $a_3$ and the small difference in their posterior means, we argue that $a_3$ should be the safe choice. One might argue that the MAP choosing $a_2$ is merely the result of an inappropriate prior, but small effect sizes combined with heteroscedasticity make this highly non-trivial to tune and validate properly. Optimising the prior as a hyper-parameter to achieve exactly zero post-decision disappointment is theoretically possible in controlled environments when Bayesian methods are used, but this is highly complex and intractable in real-world environments where we have approximate uncertainty estimates for general model classes like neural networks. Furthermore, as a simple bias term directly influences post-decision surprise without altering the actions that are being taken, it is clear that maximising the online performance of the deployed recommendation policy should still be the overarching objective compared to blindly limiting disappointment.

Instead of pursuing unbiasedness through appropriate priors, we propose to be even more sceptical of our own reward model, and to make decisions based on the maximal lower quantile of the posterior distribution. By adopting a Lower Confidence Bound (LCB)-driven decision-making strategy, we effectively penalise actions with high variance and pick the action with the best worst-case outcome. This is visualised as the $\alpha$-LCB in Figure 1a. Following our toy example from Figure 1b, this inverts the UCB and flips the MAP ranking to obtain $a_3 > a_2 > a_1$. Reward predictions
based on posterior lower bounds are designed to be conservative and thus strictly lower than the MAP estimates: \( \hat{p}_i > \hat{p}_{LCB}^i \). As a consequence, it naturally follows that the post-decision disappointment from acting on these maximal lower bound predictions (actions \( j^* \)) will be strictly lower than if we had picked them according to their posterior mean predictions: \( \mathbb{E}[p_{j^*} - \hat{p}_{j^*}] < \mathbb{E}[p_{j^*} - \hat{p}_{LCB}^j] \). Note that this result is quite loose and holds for any \( \hat{p}_{LCB}^j < \hat{p}_{j^*} \); the posterior lower bounds still need to be constructed sensibly to improve the online performance of the resulting policy.

As backed up by empirical observations from a wide range of experiments, our proposed pessimistic decision-making strategy leads to a significant and robust increase in recommendation performance. Naturally, the potential performance gains will be highest in those settings where traditional reward models fail: limited training sample sizes in large action spaces collected under highly skewed logging policies, as is often the case in real-world systems.

**Pessimism in Policy Learning.** The idea of scepticism, conservatism or pessimism is not novel in itself and lies at the heart of many advances in policy-based methods for off-policy learning as well, albeit often implicitly. One of the most widely used extensions to IPS weighting is that of capping the weights to a certain maximum value \( m \) \([22, 26]\). In doing so, we effectively choose to be sceptical about our reweighted rewards when things are too good to be true, replacing the probability ratio in Equation 1 with \( \min(m, \frac{\pi(a|c)}{\bar{\pi}(a|c)}) \). Capped IPS is known to improve the accuracy of the estimator and the performance of the resulting learnt policy, even when the logging propensities are known and exact. The use of such techniques is often justified by claiming an improved bias-variance trade-off, but the connections to over-estimation in reward models deserve mentioning. The same parallels can be drawn for several other policy learning tricks such as variance regularisation \([52, 77]\), imitation learning \([49]\), distributional robustness \([19, 72]\) and estimator lower bounds \([31, 44]\). Several concurrent recent works provide a deeper understanding of the value of pessimism in more general offline RL scenarios, be it in policy- or Q-learning-based methods \([36, 37, 43, 83]\). We point the interested reader towards the work of Jin et al. for more theoretical underpinnings \([33]\).

### 3.4 Closed-Form Lower-Confidence-Bounds with Bayesian Ridge Regression

By looking at the problem of learning an optimal recommendation policy through the lens of the “Direct Method”, we effectively cast it as a classification or regression problem. As a consequence, the parameterisation of \( \hat{r} \) can take many forms. The pessimistic LCB method we propose in this work is generally applicable and not bound to any specific model class, with the exception that it relies on uncertainty estimates to generate sensible bounds. In what follows, we show how to obtain closed-form expressions for both the posterior mean and variance when a ridge regressor models the reward. The interpretability and efficiency of linear models makes them an attractive and common choice for practitioners that need to decide on a reward model \([24, 31, 54, 55, 59]\). An ongoing line of research in traditional approaches to recommendation has repeatedly shown the effectiveness of linear models in collaborative filtering tasks as well \([9, 32, 60, 69, 74]\). Other recent work reports empirical advantages of squared loss over cross-entropy loss \([25]\), which could explain the effectiveness of item-based least-squares models like SLIM \([60]\) and EASE\[^b\] \([74]\), even when labels are binary. The model we propose here can be interpreted as a pessimistic, off-policy, bandit variant of the latter.

In line with the item-based paradigm, we model users based on their historical organic interactions with other items in the catalogue: \( c \in \mathbb{R}^{\lvert A \rvert} \); additionally normalising samples according to their respective \( \ell_1 \)-norms to deal with varying-length user histories. Recommendations are represented as one-hot encoded vectors: \( a \in \{0, 1\}^{\lvert A \rvert} \). Action- and context-features are mapped to a joint space via a Kronecker product: \( x = \Phi(c, a) = c \otimes a \). When we denote the model parameters by \( \theta \in \mathbb{R}^{\lvert A \rvert^2} \), a linear model estimates the reward as shown in Equation 5 (omitting a bias-term for brevity).
\[ \hat{P}(R = 1|C = c, A = a, \theta) = x^\top \theta = c^\top \theta_{ia} \]  

(5)

Here, \( \theta_{ia} \) holds the parameters that are relevant for action \( a \): the \(|A|\) parameters ending at index \( i \cdot |A| \) for actions \( i \in \{1, \ldots, |A|\} \). The final equation holds because we use a one-hot encoding for actions and a Kronecker product to link context and action features. This implementation trick makes computations significantly less expensive, as we now deal with vectors of size \(|A|\) instead of its square. If we define \( X \in \mathbb{R}^{|D|\times |A|^2} \) as the design matrix holding joint context-action features for every sample in the training set \( D \), \( y \) as the vector of rewards to be predicted, and \( \Theta \) the parameter space, we can formally define our optimisation problem as follows:

\[
\hat{\theta} = \arg \min_{\theta \in \Theta} \left( \|X^\top \theta - y\|_2^2 + \lambda \|\theta\|_2^2 \right).
\]  

(6)

The Tikhonov-regularisation in Eq. 6 is key to the Bayesian interpretation of this ridge regression problem. Indeed, it is known that this formulation is equivalent to imposing independent Gaussian priors with constant variance on the parameters, as well as on the errors in the rewards [58]:

\[
\theta \sim N(0, \sigma^2_x), \quad y \sim N(x^\top \theta, \sigma^2_y).
\]  

(7)

When \( \lambda = \frac{\sigma^2_y}{\sigma^2_x} \), the solution to the ridge regression problem in Eq. 6 is equivalent to the MAP estimate for \( \theta \). The posterior mean and covariance can be computed efficiently with the analytical formulas presented in Eq. 8:

\[
\hat{\theta} = (X^\top X + \lambda I)^{-1}X^\top y, \quad \hat{\Sigma} = (X^\top X + \lambda I)^{-1}.
\]  

(8)

The main bottleneck here is the inversion of the \(|A|^2 \times |A|^2\) Gramian matrix, which can quickly grow to be cumbersome for larger action spaces. In similar spirit to the implementation trick in Eq. 5, we can decompose this inversion into one per target action. This leads to \(|A|\) matrix inversions of size \(|A| \times |A|\), and is possible because of the sparse, block-diagonal structure we acquire from the Kronecker product combined with one-hot encoded action vectors. We now end up with a model that is similar to the disjoint linear models used in the LinUCB procedure for on-policy bandit applications [40], although our prior variance ratio \( \lambda \) can be tuned whereas theirs is fixed (reducing to the MLE when \( \lambda = 0 \)). Also in contrast with their approach, we will use the posterior mean and covariance to obtain a lower confidence bound reward estimate for a given context-action pair:

\[
\hat{P}_{\text{LCB}}(R = 1|C = c, A = a) = x^\top \hat{\theta} - \alpha \sqrt{x^\top \hat{\Sigma} x} = c^\top \hat{\theta}_{ia} - \alpha \sqrt{c^\top \hat{\Sigma}_{ia} c}.
\]  

(9)

Let \( \hat{\Sigma}_{ia} \) denote the sub-matrix of \( \hat{\Sigma} \) that is relevant to action \( a \). That is, the \(|A|\) rows and columns ending at index \( i \cdot |A| \) for actions \( i \in \{1, \ldots, |A|\} \). From this formulation, it is clear that values in \( \hat{\Sigma} \) off of this block-diagonal will never be used, and thus never need to be computed. The hyperparameter \( \alpha \) is related to the coverage of the approximate posterior induced by \( \hat{P}_{\text{LCB}} \) [81]. Note that this hyperparameter is not specific to the ridge regression parameterisation, and will also occur when a nonlinear neural network models the reward and uncertainty estimates are obtained from the approximation techniques described in Section 2. Replacing the reward model in the direct method with this pessimistic alternative for the estimator based on the posterior mean (\( \hat{P}_{\text{LCB}} \) vs \( \hat{P} \)), yields the optimal deterministic LCB policy:

\[
\pi^*_\text{LCB}(a|c) = \begin{cases} 
1 & \text{if } a = \arg \max_{a'} \hat{\pi}_{\text{LCB}}(a', c), \\
0 & \text{otherwise}.
\end{cases}
\]  

(10)
4 EXPERIMENTAL RESULTS AND DISCUSSION

A key component of recommender systems is their interactive nature: evaluating recommendation policies on offline datasets is not a straightforward task, and conclusions drawn from offline results often contrast with the online metrics that we care about [21, 27, 65], which motivates casting recommendation as a bandit learning problem [30]. Recent work either shows empirical success with supervised-to-bandit conversions on organic user-item datasets [48], through live experiments [8, 54, 57], or by adopting open-source simulation environments [31, 68]. To aid in the reproducibility of our work, we make use of the RecoGym simulation environment [64]. RecoGym provides functionality to simulate organic user-item interactions (e.g. users viewing products on a retail website), as well as bandit interactions under a given logging policy (users clicking on shown recommendations). Publicly available datasets that contain both types of data (observational and experimental) are scarce, and still insufficient for reliable counterfactual evaluation. A considerable advantage of RecoGym is the opportunity to simulate online experiments such as A/B-tests, that can then be used to reliably estimate the online performance of an intervention policy. We refer the interested reader to the source code of the simulator or the reproducibility appendix of [31] for an overview of the inner workings of the simulation environment. The source code to reproduce our experiments is publicly available at github.com/olivierjeunen/pessimism-recsys-2021. The research questions we wish to answer are the following:

RQ1 Can we find empirical evidence of the Optimiser’s Curse in off-policy recommendation environments?
RQ2 Can our proposed LCB decision-making strategy effectively limit post-decision disappointment?
RQ3 Can we increase online performance with a recommendation policy using a reward model with LCB predictions?
RQ4 How are these methods influenced by the amount of randomisation in the logging policy?
RQ5 How are these methods influenced by the number of training samples and the size of the action space?

Logging Policies. An important factor to take into account when learning from bandit feedback is the logging policy that was deployed at the time of data collection. Deterministic policies make bandit learning near impossible, whereas a uniformly random logging policy generates unbiased data, but is an idealised case in practice. Realistic logging policies will aim to show recommendations that they perceive to be relevant, whilst allowing other actions to be taken in an explorative manner. We adopt a simple but effective personalised popularity policy based on the organic user-item interactions that have preceded the impression opportunity. For a context \( c \) consisting of historical counts of organic interactions with items (as laid out in the parameterisation in Section 3.4), the logging policy \( \pi_{pop} \) samples actions proportionately to their organic occurrences. This policy is deficient, as it does not assign a non-zero probability mass to every possible action in every possible context [66]. Deficient logging policies violate the assumptions made by IPS to yield an unbiased reward estimate [63], which poses a significant hurdle for policy-based methods. Nevertheless, they are realistic to consider in real-world off-policy recommendation scenarios. This extreme form of selection bias impedes effective reward modelling as well, as we will show in the following section. Indeed, when a context-action pair has zero probability of occurring in the training sample, we need to resort to appropriate priors or conservative decision making. The deficiency of \( \pi_{pop} \) can be mitigated easily by adopting an \( \epsilon \)-greedy exploration mechanism, where we resort to the uniform policy with probability \( \epsilon \in [0, 1] \). Naturally, this implies both \( \pi_{pop} \) and \( \pi_{uni} \) when \( \epsilon \) is respectively 0 or 1. For arbitrarily small values of \( \epsilon \), \( \pi_0 \) is no longer deficient in theory, but extremely unlikely to explore the full context-action space within finite samples.

\( \ast \)github.com/criteo-research/reco-gym
We then vary the logging policy in (1), and repeat this process 5 times to ensure statistically robust and significant results. We care about. For this, we additionally report an estimate of the policy’s attained click-through-rate (CTR) in the A/B-test. Also note that this type of experimental procedure would not be feasible without the use of a simulation result can seem counter-intuitive and is not straightforward to mitigate with a bias term tuned on offline data. Second, reward models are even slightly under-calibrated w.r.t. the empirical training sample (i.e. negative mean error), this to empirical averages based on the observed reward. Figure 2 visualises the results from these experiments.

\begin{align*}
\pi_0(a|c) &= \begin{cases} 
\pi_{\text{pop}}(a|c) & \text{with probability } 1 - \epsilon, \\
\pi_{\text{uni}}(a|c) & \text{otherwise,}
\end{cases} \\
\text{where } \pi_{\text{pop}}(a|c) &= \frac{c_i}{\sum_{j=1}^{|A|} c_j}, \text{ and } \pi_{\text{uni}}(a|c) = \frac{1}{|A|} \quad \quad (11)
\end{align*}

We vary \( \epsilon \) in \( \{0, 10^{-6}, 10^{-4}, 10^{-2}, 1\} \) in our experimental setup. Note that this type of logging policy is equivalent to the ones used in previous works \cite{28, 29, 31, 59, 68}, but that we explore a wider range of logging policy randomisation to highlight the effects on naïve reward modelling procedures.

4.1 Optimiser’s Curse (RQ1-3)

To validate whether the theoretical concept of the Optimiser’s Curse actually occurs when reward models are learned in off-policy recommendation settings, we adopt the following procedure: (1) Generate a dataset containing organic and bandit feedback, (2) train a reward model as described in Section 3.4 – optimising the regularisation strength \( \lambda \) to minimise Mean Squared Error (MSE) on a validation set of 20%, (3) simulate an A/B-test and log the difference between the reward estimates \( \tilde{p}_i - p_i^* \) and the true reward probability \( p_i^* \) for the actions selected by the competing decision strategies. We then vary the logging policy in (1), and repeat this process 5 times to ensure statistically robust and significant results. Every generated training set and every simulated A/B-test consists of 10 000 users, leading to approximately 800 000 bandit opportunities in the training set as well as 800 000 online impressions per evaluated policy. We report the average empirical disappointment (\( \tilde{p}_i - p_i^* \)) for both the standard decision-making strategy of taking the MAP action (\( \alpha = 0 \)), and our pessimistic lower-confidence-bound strategy, varying the lower posterior quantile \( \alpha \). Note that the hyperparameter \( \alpha \) plays an important role here, and that it can always be increased to achieve zero post-decision disappointment (and even lower – indicating that we are being overly pessimistic). While this sets more realistic expectations for the performance of the reward model, this does not guarantee an improvement in the online metrics we care about. For this, we additionally report an estimate of the policy’s attained click-through-rate (CTR) in the A/B-test. Also note that this type of experimental procedure would not be feasible without the use of a simulation environment, as we usually don’t have access to the true reward probability \( p_i^* \). In such cases, we would need to resort to empirical averages based on the observed reward. Figure 2 visualises the results from these experiments.

**Empirical Observations.** First, we see clear empirical evidence of the Optimiser’s Curse in action: when acting based on the MAP estimate (\( \alpha = 0 \)), we encounter post-decision disappointment regardless of the logging policy. As our trained reward models are even slightly under-calibrated w.r.t. the empirical training sample (i.e. negative mean error), this result can seem counter-intuitive and is not straightforward to mitigate with a bias term tuned on offline data. Second, we observe that pessimistic decision-making based on predictive uncertainty consistently decreases disappointment,
Fig. 3. Experimental results for a range of simulated A/B-tests. The amount of training data is increased over the x-axis, the attained CTR is shown on the y-axis (shaded 95% credible interval). Every column corresponds to a different amount of randomisation in the logging policy (increasing from left to right); every row corresponds to a differently sized action space (increasing from top to bottom). We observe a significant increase in CTR for the pessimistic model, most apparent for smaller training samples, larger action spaces, and limited randomisation. The CTR improvements for LCB over MAP average to 16% over all measurements, and range up to 95%.

4.2 Performance Comparison (RQ3-5)

To further assess when our proposed pessimistic decision-making procedure can lead to an offline learnt policy with improved online performance, we train models on a range of datasets generated under different environmental conditions and report results from several simulated A/B-tests. The resulting CTR estimates with their 95% credible intervals are shown in Figure 3. Every row corresponds to a differently sized action space (|A| ∈ 10, 25, 50, 100, 250), every column shows results for a different amount of randomisation in the logging policy. The amount of available training data for the reward model increases over the x-axis for every plot. We report CTR estimates for policies that act according to reward models based on ML or MAP estimates, and those that use lower confidence bounds with a tuned α. Additionally, we show the CTR attained by the logging policy π₀, and an unattainable skyline policy π∗ that acts based on the true
reward probabilities $p^*$. Every measurement shown in Figure 3 shows a 95% credible interval over 5 runs with 10 000 evaluation users, totalling 1 000 simulated A/B-tests with five competing policies each, or more than three billion impressions summed up. As our reward models are agnostic to the logging propensities, we do not include policy-based approaches that would require them (either purely based on IPS [5], hybrid [31] or doubly robust [13]). We do note that our results are directly comparable to those presented in [31, 59], and both our novel LCB method and MAP baseline show significant improvements over all their policy- and value-based competitors.

**Empirical Observations.** In line with our observations from Figure 2, we see that LCB decision-making yields a robust and significant improvement over naively acting on ML or MAP estimates. This result is consistent over varying training sample sizes, action spaces and logging policies, but most outspoken in cases where the amount of randomisation and the number of available training samples are limited, and the action space is larger. As explicit randomisation and data collection can be expensive in practice, the environments where LCB excels are the ones that are most commonly encountered in real-world systems. Additionally, we observe more consistent and robust behaviour for policies that use LCB decisions compared to those that do not. This decreased variance in online performance can also be attributed to pessimistic decision making: because we no longer take our chances with high-uncertainty predictions, we fall back to more robust alternatives. We know what the reward model does not know, and this gained knowledge significantly benefits the interpretation of reward predictions, and the resulting decisions.

**Limitations of our study design.** Off-policy approaches for learning from bandit feedback are typically evaluated in set-ups where the size of the action space is a few dozen at most [34, 75, 77]. As a result, methods for counterfactual learning in recommendation are often evaluated in modestly sized action spaces too [31, 59, 68]. Therefore, the reported results are most relevant to personalisation use-cases where the number of alternatives is limited, such as personalising tiles or rows on a homepage, recommending news articles from a set of recently published ones, or predicting clicks within a slate. The size of the item catalogue in general purpose recommendation scenarios can be in the hundreds of thousands, warranting further research into off-policy recommendation for very large action spaces [45]. In such environments, learning continuous item embeddings as opposed to the discrete representation we have adopted can provide a way forward. Moreover, the lack of publicly available datasets for the off-policy recommendation task can be prohibitive for reproducible empirical validation of newly proposed methods. The few alternatives that do exist [38, 67], still deal with comparatively small action spaces and need to resort to counterfactual evaluation procedures with high variance and limited statistical power (compared to simulated online experiments). Furthermore, a single dataset would be comparable to a single measurement in Figure 3, limiting the range of environmental parameters we can change to observe effects on the online performance for competing methods. Because of these reasons, we believe the RecoGym environment to be an appropriate choice for the experimental validation of our methods [64].

5 **CONCLUSION AND FUTURE WORK**

In this work, we have advocated in favour of pessimistic reward modelling in bandit feedback settings. We have proposed a general framework for sceptic decision-making in off-policy recommendation use-cases, and have shown how to translate uncertainty estimates for ridge regressors into a conservative decision rule. Our proposed method lifts the Optimiser’s Curse whilst achieving a significant and robust boost in recommendation performance for a variety of settings. In future work, we wish to investigate whether pessimistic reward predictions can lead to improved doubly robust learning [28], to study the generalisability of our results to larger action spaces, and to investigate the effects of scepticism on the informational value of data collected under such a policy.
ACKNOWLEDGMENTS

This work received funding from the Flemish Government (AI Research Program).

REFERENCES


