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Since the introduction of the Frequent Itemset Mining (FIM) problem, several different algorithms for
solving it were proposed and experimentally analyzed. Our work focusses on the theoretical analysis of
FIM. The aim is to give a detailed probabilistic study of the performance of FIM algorithms for different
data distributions. It is joint work with Dirk Van Gucht and Paul Purdom from Indiana University in
Bloomington, USA. The inspiration can be found in important related work [4].

The research considers in detail the probabilities that a set is a candidate and a success or a candidate
and a failure, for a collection of well-known FIM algorithms. The Apriori Algorithm [2] is considered in
detail; for AIS [1], Eclat [5], FP-growth [3] and the Fast Completion Apriori (FCA) Algorithm [2], the
analysis is similar so only the main principles are sketched. The probabilistic analysis is done for different
data distributions, covered by a general shopping model where all the shoppers are independent and each
combination of items has its own probability of being purchased, so any correlation between items is possible.

We focus on algorithms that are candidate-based. An itemset I is called a candidate when its frequency
status cannot be deduced by the algorithm based on previous knowledge from other itemsets, but has to
be counted explicitly in the database. In practice, I is a candidate if certain associated testsets are already
determined to be frequent. For all the algorithms, except for FCA, the testsets are itemsets that are obtained
by omitting a single item from I; for FCA, the testsets are all those subsets of I whose size is equal to the
level where the regular Apriori Algorithm was last used. The exact frequency status of I is determined by
explicitly counting I’s occurrence in the database. If I is frequent, it is called a success; otherwise, it is a
failure. The candidacy probability, the probability that an itemset is a candidate, depends on the particular
algorithm. On the contrary, all correct algorithms give the same probability that an itemset is frequent, the
success probability; it is a property of the data, not of the algorithm. The probability that an itemset is a
candidate but not frequent, is called the failure probability; it depends on both the problem instance and the
algorithm and is particularly important because it is related to work that a better algorithm might hope to
avoid.

Our research shows that for each algorithm, the candidacy probability of an itemset is usually determined
almost entirely by the frequency probability of a particular testset, but which testset this is, depends on the
algorithm. For both versions of the Apriori algorithm, this dominant testset is the one with the smallest
probability. For the AIS algorithm, it is the testset with the highest probability. For Eclat-like algorithms,
including FP-growth, it is a set that is at least as good as the testset with the second-highest probability and
there is a tendency for it to be the one with the second-highest probability. We prove that the candidacy
probability of an itemset is near 1 when the probability of this dominant testset is significantly above k/b
(with k the user-defined support threshold from the FIM problem and b the number of baskets in the
database), and it is near 0 when the probability is significantly below k/b. Similar results are found for the
success and failure probabilities. We also show that the algorithms have similar performance on uniform
data, whereas they can have hugely different performance on other types of data.
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