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The original filter bubble thesis states that the use of personalization algorithms results in a unique universe of information for each
of us, with far-reaching individual and societal consequences. The ambiguity of the original thesis has prompted both a conceptual
debate regarding its definition and has forced empirical researchers to consider their own interpretations. This has led to contrasting
empirical results and minimal generalizability across studies. To reliably answer the question of whether filter bubbles exists, on what
platforms, and what caused them, we need a systematically and empirically verifiable definition of the filter bubble that can be used to
develop rigorous tests for the existence and strength of a filter bubble. In this paper, we propose an operationalized definition of the
(technological) filter bubble and interpret previous empirical work in light of this new definition.
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1 INTRODUCTION

The idea of ‘filter bubbles’ originated from internet activist Eli Pariser [28]. According to Pariser’s original thesis, a
filter bubble is an environment, created by a personalization algorithm, in which a person only encounters familiar
information or opinions. Additionally, he argues that these filter bubbles “close us off to new ideas, subjects, and important
information” which harms the democratic process and leads to increased polarization, among other things [28]. The
term quickly found its way into the common discourse with ‘endorsements’ by prominent figures such as former
U.S. president Barack Obama [10] and former Microsoft CEO Bill Gates [13]. All the while, the filter bubble has been
under academic scrutiny both from a theoretical and empirical standpoint. Legal and media scholars have criticized the
concept for its lack of a clear definition, its unsubstantiated leap from individual observations to societal effects, its
changeability, and the absence of irrefutable empirical evidence for its existence [6–8, 12, 33]. Despite their criticism of
Pariser’s original thesis, these same scholars (and others) have emphasized that the study of the effect of personalization
technology on diversity is highly relevant as more and more content is being filtered by algorithms [12, 14, 24, 33].
This lack of a clear definition has forced empirical researchers to adopt their own interpretations of the filter bubble,
which vary wildly. Filter bubbles have, as such, become a moving target: Because the theory is constantly adapted, it
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cannot be criticized or falsified [12]. This concern of falsifiability was recently addressed by Dahlgren, who proposed an
improved conceptual definition of the filter bubble [12]. However, as we argue in this paper, this conceptual definition
of a technological filter bubble could still benefit from further operationalization. In this work we build on Dahlgren’s
definition of the filter bubble and propose an operationalized definition of the technological filter bubble. To the best
of our knowledge, this work is the first to provide such an operationalized, systematically and empirically verifiable
definition of the technological filter bubble. It is our hope that this definition can henceforth be used to develop
“methodologically sound and empirically rigorous tests for the existence and strength of filter bubbles” [7].

This paper proceeds as follows: Sections 2 and 3 discuss Pariser’s thesis and Dahlgren’s definition respectively. In
Section 4, we build upon the definition of Dahlgren and introduce our operationalized definition of the technological
filter bubble. We then reinterpret prior empirical work in light of this definition in Section 5. In Section 6, we briefly
discuss the main issues that research on filter bubbles has faced. We conclude the paper in Section 7.

2 THE ORIGINAL FILTER BUBBLE

Eli Pariser introduced the term and described it as follows:

“The new generation of Internet filters looks at the things you seem to like—the actual things you’ve
done, or the things people like you like—and tries to extrapolate. They are prediction engines, constantly
creating and refining a theory of who you are and what you’ll do and want next. Together, these engines
create a unique universe of information for each of us—what I’ve come to call a filter bubble—which
fundamentally alters the way we encounter ideas and information.” [28, p. 10]

Pariser’s description of a “unique universe of information for each of us” lays the blame for filter bubbles squarely
with personalization algorithms, which he terms ‘Internet filters’. According to Pariser, this filter bubble has far-
reaching personal and societal costs. Two of the most far-reaching consequences he mentions are “auto propaganda that
indoctrinates us with our own ideas” leading to increased polarization and “obstruction of information flows” which
harms the democratic process [28].

3 THE TECHNOLOGICAL FILTER BUBBLE

Following the widespread criticism of Pariser’s thesis [6–8, 33], Dahlgren explicitly sets out to interpret Pariser’s
original thesis and clear up any ambiguities [12]. Importantly, Dahlgren argues that Pariser’s filter bubble thesis is an
argument consisting of two parts: a technological and societal filter bubble. At the technological level, we have that “any
single choice affects the content recommended by personalization algorithms, thereby narrowing the type of content
available over time” [12]. The societal level, on the other hand, is concerned with “the causes and consequences of these
choices and technologies for humans and society, and, more importantly, for the political process and democracy over
time” [12]. Pariser’s thesis implicitly assumes a technological filter bubble will inevitably lead to societal issues, but this
leap is as yet unsupported by empirical evidence [12]. In the remainder of this work, we limit our discussion to the
technological filter bubble, which is concerned with personalization technology. For further discussion on the potential
societal consequences of filter bubbles, we refer the interested reader to the following related work [6–8, 12, 32, 33].

Dahlgren’s conceptualization of the technological filter bubble addresses two sources of ambiguity found in the
original thesis. First, he makes explicit that a technological filter bubble is not a state in time but instead is created
‘over time’. He quotes Pariser saying: “personalization algorithms can cause identity loops, in which what the code
knows about you constructs your media environment, and your media environment helps to shape your future
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preferences” [12, 28]. Second, he specifies that a technological filter bubble requires ‘narrowing the type of content
available’. We can draw this conclusion from another direct quotation of Pariser’s book: “You click on a link, which
signals an interest in something, which means you’re more likely to see articles about that topic in the future, which in
turn prime the topic for you.” [12, 28].

4 OPERATIONALIZING THE TECHNOLOGICAL FILTER BUBBLE

Although Dahlgren’s effort to bring some clarity is laudable, looking at it through the lens of empirical research, his
definition still leaves important properties of a technological filter bubble open to interpretation. It is unclear what is
meant by “narrowing the type of content available” and exactly whose choices are implied with his use of “any single
choice”. We believe a more systematically and empirically verifiable definition is required to move towards comparable
and generalizable empirical works. For that reason, we now propose an operationalized version of Dahlgren’s conceptual
definition. With operationalization, we refer to the translation of abstract concepts to measurable observations. Our
operationalized definition uses the terminology commonly found in the recommender systems literature. We posit that:

A technological filter bubble is a decrease in the diversity of a user’s recommendations over time, in any
dimension of diversity, resulting from the choices made by different recommendation stakeholders.

Our definition is built around four foundational elements: diversity, recommendations, time, and recommendation
stakeholders.

4.1 Diversity

First of all, we define a filter bubble as a decrease in any dimension of diversity, whereas Dahlgren refers to a narrowing of
the type of content available. Empirical research on filter bubbles is mainly concerned with the three core dimensions of
media diversity, which find their origin in the early works of Napoli [25], Voakes et al. [31] and McQuail [23]. However,
many more dimensions of diversity can be identified [19, 21]. Various terms have been used to describe these three
core dimensions of diversity over the years, adding to the ambiguity in the field. We follow the naming convention
of Loecherbach et al. and refer to these dimensions as structural, topic, and viewpoint diversity [21]. Each of these
dimensions is considered essential to a user’s media diet in their own right [15, 33]. To avoid any confusion that could
arise due to conflicting definitions, we give explicit definitions for each of the dimensions.

Structural Diversity. Napoli first defined structural diversity as diversity in news outlets but named it source diver-
sity [25]. As the media landscape has evolved beyond news outlets alone, Loecherbach et al. expanded this definition to
“diversity in who supplies the information,” which we also adopt here [21]. Examples of these information suppliers are
‘other users’ on social media platforms, or news brands on social media and news aggregators.

Topic Diversity. Topic diversity relates to any diversity in topics or subjects. What constitutes a topic is open for
debate. At the highest level, one can consider the sections of a newspaper to be topics: politics, sports, health, business,
science. However, it is equally valid to argue that a news article on volleyball does not have the same subject as an
article on basketball or that they share only some limited similarity, since both are ball games.

Viewpoint Diversity. Viewpoint diversity is the dimension that pertains to the variety of stances that can be taken on a
topic. One could, for example, think of proponents of Brexit and those against it. Some empirical works on filter bubbles
study misinformation, which we consider a special case of viewpoint diversity in which the viewpoints represented are
provably false.
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4.2 Recommendations

Secondly, we make explicit that a technological filter bubble is a decrease in the diversity of a user’s recommendations.
Pariser’s thesis is clear that personalization algorithms, or ‘internet filters’, are to blame for filter bubbles. Additionally,
he states that they “create a unique universe of information for each of us”, which indicates that we are all alone in
our respective filter bubbles [28]. Therefore a filter bubble should be measured as an effect in every individual user’s
recommendations, i.e. what a user is exposed to as a result of ‘internet filters’.

4.3 Time

Thirdly, both in Pariser’s original thesis and Dahlgren’s later definition, the filter bubble is positioned as a longitudinal
effect of a recommender system that arises while it “refines its theory of who you are and what you’ll do and want
next” [28]. This implies that ideally, one starts measuring before the recommender system has had the chance to start
‘refining its theory of you’.

4.4 Recommendation Stakeholders

Finally, we emphasize that there are multiple recommendation stakeholders each of which can affect the diversity of
content recommended [1]. A recommendation stakeholder is defined as “any group or individual that can affect, or is
affected by, the delivery of recommendations to users” and three key groups of stakeholders have been identified: users,
providers, and the system [1]. This clarification is important, as today’s recommender systems are not the prediction
engines - that focus only on refining their model of your preferences - Pariser envisioned [28]. Users are arguably the
most important stakeholder: They are affected by and affect the diversity of recommendations through their consumption
behavior. However, other recommendation stakeholders can also play an important role. Recommender systems can be
(and are) deployed with multiple system or business objectives in mind [1, 18, 29]. For example, product owners can
decide recommendations should meet a minimum threshold of diversity and post-process initial recommendations
accordingly [9]. The diversity of content that is written, promoted, relevant and available at any moment in time is
also an important factor. If this supplied diversity is temporarily lowered, e.g. because most articles or posts are on the
topic of presidential elections, recommendation diversity must inevitably follow. We believe this multi-stakeholder
perspective is essential, as a fundamental understanding of filter bubbles will not come from observing their existence
but from explaining why these filter bubbles came to be in the first place.

5 REINTERPRETING PRIOR EMPIRICAL STUDIES

To move toward greater comparability and generalizability between empirical studies the field would benefit from
a clear distinction between studies that do and do not research a technological filter bubble [6]. In this section, we
reinterpret prior empirical work in light of our operationalized definition of the technological filter bubble. We relied
on three search strategies to identify these works. First, we conducted a Google Scholar search with the terms ‘filter
bubble(s)’, sorted by relevance, and retained the first 150 results for each query. Second, we reviewed the proceedings
of the FAccT, WWW, RecSys, WSDM and CHI conferences in the last three years. Finally, we mined the citations
of the conceptual works we discussed earlier in this work. We then obtained our final selection by retaining only
peer-reviewed empirical studies related to filter bubbles. A reference check showed high saturation [16], although we
do not claim to be exhaustive.
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Based on our definition, a study on the technological filter bubble must consider the diversity of recommendations

and measure a decrease in diversity over time.
We find that each of the studies reviewed considers diversity, albeit in different dimensions. Viewpoint diversity has

been studied in many different contexts, ranging from video platforms (YouTube) [17, 30], social media platforms [4, 11]
to news [20]. Adequate topic diversity is also a concern in many different contexts, though most often studied in the
context of online news [5, 15, 22, 24, 27]. Structural diversity is a common concern in the context of news aggregators,
such as Google News [15, 26].

We now turn to the second criterion of our definition: time. A large share of studies does not consider a decrease over
time [2, 4, 11, 15, 17, 20, 24, 26]. Broadly speaking, prior empirical work that does not consider a change in diversity
over time can be classified into studies that compare diversity between (groups of) users and studies that compare
diversity between algorithms. Both are a form of recommendation stakeholder analysis. An example of the former
is the work by Haim et al. who conducted two audit studies of Google News [15]. In the first study, they measured
the effect of expressing a preference for a certain topic on topic and structural diversity. They found that expressing
a preference indeed makes this topic appear more often on your Google News homepage, and consequently, they
observed differences in structural diversity as well. In their second study, they created four agents modeled after a
media archetype and one control agent. Over the course of a week, termed the training phase, research assistants
impersonated the four archetypical users on Facebook, Google+, Google Search, Amazon, and online news websites. At
the end of the training phase, all five accounts queried Google News using three search terms. They found only minor
differences in recommended content across the four accounts, indicating limited effects of the training on search results.
It bears mentioning that the study makes no mention of interactions with Google News during the training phase. This
could very well explain the absence of any differences between users, as neither of the platforms used during training is
guaranteed to share user data with the purpose of personalizing Google News. In other words, it cannot be determined
whether the training phase was sufficient to obtain an adequate degree of personalization, which the authors point
out, albeit for different reasons. Similarly, two other highly cited research articles also researched differences between
(groups of) users. Nechustai et al. also studied personalization on Google News and found virtually no differences in
content recommended and, therefore, no difference in topic diversity and structural diversity [26]. Bakshy et al. on
the other hand, researched to what extent ideologically different groups of users are exposed to ideologically diverse
content on Facebook [4]. The latter found considerable polarization among hard news shared by users, but also that
most users are exposed to ideologies different from their own. Hussein et al. investigated whether specific attributes
of users (age, gender, geolocation, and watch history) lead to more (or less) misinformation in recommendations and
search results on YouTube [17]. They found that for specific combinations of attributes, some misinformation topics are
shown to users who have not previously shown interest in videos promoting conspiracies. Möller et al. [24] and Liu et
al. [20] presented differences in the diversity of recommendations between algorithms. The former found that there are
considerable differences between algorithms in the diversity of content recommended (in all of five dimensions) and
that algorithms recommend more diversely than editors would have for a given ‘source article’ [24]. The latter found
markedly different political diversity between recommendations made by collaborative filtering and content-based
algorithms [20]. In all of the above, the authors compared recommendation diversity between users or algorithms for a
window in time, but not how that diversity changed over time. Both Hussein et al. and Möller et al. did acknowledge
the need to study the longitudinal effects of personalization as part of their future work [17, 24].

Yet another study by Chitra et al. simulated a social network and studied the network’s polarization before and
after introducing a network administrator who filters content based on its agreement with the user’s prior beliefs [11].
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This study does not meet our definition as they do not consider the diversity of recommendations nor a decrease in
diversity over time. Anderson et al. studied the diversity of music consumption on Spotify [2]. They found that organic
consumption is more diverse than algorithmically-driven consumption and that users who increase their diversity do
so by increasing their organic consumption. While they do consider an aspect of time, they consider the diversity of
consumption, not recommendations.

Next, we discuss four empirical studies that do meet all of our criteria to be considered a study of the technological
filter bubble [5, 22, 27, 30]. Nguyen et al. studied the topic diversity of recommendations on a movie recommendation
platform (MovieLens) [27]. They found a decrease in topic diversity of recommendations for all users, indicating that a
topical technological filter bubble existed on the platform. Additionally, they found that users who use recommendations
rate movies more positively. Aridor et al. later described a user model that may explain the results found by Nguyen et
al. [3]. Bountouridis et al. presented a simulation framework for news recommendations (SIREN) [5]. The framework
simulates an online news website and its users for a fixed number of news cycles and then visualizes the evolution
of diversity over time. They conducted a case study using a dataset of BBC news articles in which they simulated
recommendations using five different recommendation algorithms: ItemKNN, MostPopular, Random, UserKNN, and
WeightedBPRMF. A decrease in unexpectedness was observed for all algorithms except MostPopular and UserKNN,
the latter of which gave rise to an apparent increase in unexpectedness. Tomlein et al. studied the effects of watching
promoting and debunking content on misinformation in the search results and recommendations on YouTube [30]. In
essence, their study had both an observational and interventional design. They concluded that even users that have
previously watched videos promoting misinformation were still exposed to alternative (correct) viewpoints in search
results. However, an increase in misinformation was observed in ‘What to watch next’ recommendations, showing
evidence of a technological filter bubble in this location. In both places, watching debunking content ameliorated results.
Both Tomlein et al. and Bountouridis et al. perform an analysis of recommendation stakeholders. The former studies
the impact of algorithms (the system), whereas the latter studies the impact of user behavior (the consumer). Lastly, Lu
et al. conducted an interventional study on a news website [22]. Participants first received recommendations from the
pre-existing production recommender system and afterwards, from an improved, more diverse recommender system.
They found that this intervention resulted in significant increases in topic diversity of recommendations. Interestingly,
none of the studies investigate the impact of the providers as a recommendation stakeholder.

6 DISCUSSION

Considering the prior conceptual and empirical work, we argue that filter bubble research has suffered from three main
problems that can be (partially) resolved by our proposed operationalized definition of the technological filter bubble.
We now discuss each of these issues in greater detail.

Ambiguity. The vagueness and changeability of the filter bubble concept have led to many different interpretations
in the empirical works. To further add to this ambiguity, most empirical works do not give a definition or even explicitly
state their interpretation of the filter bubble. The only constant we are able to identify across all empirical studies
discussed in Section 5 is the notion of diversity. Many empirical studies disregard the longitudinal nature of the filter
bubble. Instead, they often ask whether some (groups of) users receive more diverse recommendations than others,
whereas Pariser’s original thesis assumes filter bubbles affect all of us. Other works make comparisons between different
algorithms, whereas Pariser was unconcerned with specific algorithms and broadly termed all of them ‘prediction
engines’. Although the study of differences in recommendation diversity between users or algorithms is interesting in
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its own right, these studies should not be used as evidence of the existence of a (technological) filter bubble or lack
thereof. A clear, systematically, and empirically verifiable definition of the technological filter bubble is an essential tool
in clearing up this ambiguity and allowing rigorous testing of the filter bubble thesis.

Negativity. Pariser’s original thesis linked the existence of a technological filter bubble, i.e. a decrease in diversity
over time, to dire consequences for society [28]. As a result, the term filter bubble has a negative connotation. However,
to the best of our knowledge, this leap from the technological to the societal filter bubble has never been substantiated,
nor is it researched in the empirical work we discuss here. It is unlikely that a small decrease in recommendation
diversity will lead to undesirable outcomes for society. Instead, some amount of the recommender system ‘refining its
theory of you’ may be acceptable and even desired in some contexts. Dahlgren’s conceptual, and consequently our
operationalized, definition allows us to reframe this discussion. The technological filter bubble is intended to be an
inherently neutral concept. The identification of technological filter bubbles can then lead to future research on when
(or if) they indeed lead to societal filter bubbles.

Filter Bubble Fatigue. Recently, some scholars have called for abandoning the term ‘filter bubble’ altogether. They
advise to study the effects of personalization algorithms without ‘invoking the theoretical baggage of filter bubbles’ [12].
Others have started to refer to ‘filter bubbles’ and ‘echo chambers’ as ‘metaphors that have failed us’ [7]. While the
term ‘filter bubble’ has been used without discretion in the past, abandoning it altogether creates a disconnect between
the common discourse and academia. Without this shared vocabulary, it is also much more difficult for researchers
from different fields to find what their peers have written on the subject, hindering interdisciplinary collaboration.
Instead, we argue that the concept should be clearly defined so that it can be repeatedly and rigorously tested and
consequently refuted or confirmed.

7 CONCLUSION

The study of filter bubbles is plagued by ambiguity, negativity, and as a result, filter bubble fatigue. This has contributed
to contrasting empirical results and minimal generalizability across empirical studies. As a result, the answers to
whether or not technological or societal filter bubbles exist, on which platforms they do, and what causes them are
as yet unknown. This work builds upon Dahlgren’s conceptual definition of Pariser’s original thesis and proposes an
operationalized, systematically and empirically verifiable definition of the technological filter bubble. We state that
a technological filter bubble is a ‘decrease in the diversity of a user’s recommendations over time, in any dimension
of diversity, resulting from the choices made by different recommendation stakeholders’. We revisit prior empirical
works on the filter bubble and find that many different (implicit) interpretations of a filter bubble are used. The studies
that meet the technological filter bubble criteria give reason for both concern and optimism. Some observational
and simulation studies have found that a decrease in the diversity of recommendations over time can indeed occur.
Interventional research designs have found that the diversity of recommendations can be increased through intervention
of the system stakeholder. Finally, we list what we believe are the main issues filter bubble research has faced. We
believe this operationalized definition and reinterpretation of prior empirical works can bring some much needed
clarity to the field. It can be used as a stepping stone towards a universally agreed-upon definition of the filter bubble
and standardized methodologies for measuring them. Eventually, repeated rigorous tests using this definition and
standardized methodologies should allow us to answer whether or not technological filter bubbles exist, if they lead to
societal filter bubbles, and if they do, how we can combat them.
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